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SUMMARY

We used a logistic calibration model (Cox, 1958a) to partition a
logarithmic scoring rule (used to assess the quality of probability
predictions) into indexes of discrimination and three indexes of
unreliability. An index of overall quality that is not penalized for a
prevalence correction is also proposed. Various tests for discrimination and
unreliability arise immediately from these indexes. Power properties of a
test for unreliability are studied.

1. INTRODUCTION

The assessment of predictive accuracy is of central importance in
validating and comparing either subjective or model-based predictions of event
outcomes. When one is predicting a continuous outcome measurement, using
ordinary multiple linear regression for example, assessment of the quality of
predictions can be carried out in a straightforward way using scatter
diagrams, correlations (predicted with observed), and error estimates
(predicted-observed outcomes). When, however, the prediction is the
probability that a particular event will occur, assessment of predictive
quality is much more difficult due to the binary nature of the outcome.

Two commonly used concepts of quality of predictions are the
discrimination of a predictor (often called its refinement), i.e., the ability
of the predictor to separate or rank-order observations with different
outcomes, and its reliability (sometimes called validity or degree of being
calibrated) - the "correctness" of predictions on an absolute scale. If, for example, a predictor assigned a 20% probability of disease for each of a homogenous group of 100 patients and 20 patients were later diagnosed to have the disease, the predictions would be reliable. Even though reliability is a simpler concept, discrimination is easier to uniquely quantify. For example, we may calculate the concordance probability from the Wilcoxon-Mann-Whitney statistic - the proportion of pairs of subjects, one with and one without the outcome being predicted, such that the subject with the outcome had the higher predicted probability (see Harrell, et al, 1982). We refer to this concordance measure as the c-index. This measure is equivalent to the area under a "receiver operating characteristic" curve (Hanley and McNeil, 1982) and is a linear translation of Somers' rank correlation between predicted probabilities and the binary event indicator, which in the absence of ties on predicted values is also equivalent to the Goodman-Kruskal rank correlation coefficient (Goodman and Kruskal, 1975).

Reliability is traditionally assessed by estimating the prevalence of the event in question for each level of predicted probability. This method works well when either only a few unique predictions are made or the sample is extremely large. When the predictions vary continuously from 0 to 1, some grouping of the probabilities is usually necessary. This may be accomplished by rounding predicted probabilities into intervals or by constructing quantile groups. Once grouping is done, a variety of goodness of fit tests are available for detecting unreliability (Lemeshow and Hosmer, 1982).

The method of grouping predicted probabilities to assess reliability has several drawbacks when applied to predictions that range continuously from 0 to 1. The most serious of these is the fact that one's assessment of reliability can change significantly depending on how the groups are formed. In addition, when one wants to test whether the predictions are "significantly unreliable", i.e., whether the observed prevalence differs significantly from the predicted values, an ordinary chi-square goodness-of-fit test lacks power. If separate samples were used for deriving and assessing predictions, and the probabilities were divided into ten groups, the \( \chi^2 \) statistic has 9 degrees of freedom (d.f.), which has a critical value of 16.9 at the 5% level.
If unreliability could be described with only 2 d.f., the critical value is reduced to 6.

Various indexes have been proposed for assessing the accuracy of probability forecasts [see DeGroot and Feinberg 1982, Hilden, Habbema, and Bjerregaard, 1978, and Spiegelhalter, 1986 for detailed discussions and bibliographies]. One commonly used accuracy index is Brier's (1950) quadratic scoring rule. This index is a "proper scoring rule", meaning that a predictor optimizes the Brier index by predicting the true probability of the event in question. Brier's index has been decomposed into reliability and discrimination components (Hilden et al., 1978, Spiegelhalter, 1986, Yates, 1982, Blattenberger and Lad, 1985, DeGroot and Feinberg, 1982) and a test for reliability based on one decomposition has been proposed (Hilden et al., 1978).

Logarithmic scoring rules (Good, 1952) are also popular, and Cox (1958b) has presented one related test for reliability based on linear log odds alternatives to perfect reliability. In contrast to Brier's index, less work has been done to decompose logarithmic scoring rules into indexes of reliability and discrimination. The method presented in Section 2 allows decomposition of an overall quality measure into discrimination and various unreliability components, each chance-corrected, and admits straightforward likelihood ratio and score tests for significant discrimination and unreliability.

Throughout the discussion we assume that predictions and outcomes are stochastically independent. This is true if, for example, a regression model (e.g., a logistic model) was derived from a "training" sample and predictive accuracy was assessed on an independent "test" sample, which is often the only way to obtain an unbiased validation of the entire modeling process.

2. DESCRIBING ACCURACY USING CALIBRATION

Suppose that one could estimate the "calibration curve" - the relationship between the predicted probability and the true probability of the event. Given an estimate of this relationship, one way to quantify the unreliability
of predictions is to measure what has to be done to make the calibration curve superimposed on the ideal curve (a 45 degree line). Discrimination, on the other hand, is related to whether or not the predictions are in any way related to the outcomes, i.e., whether or not the calibration curve is horizontal.

Thus the problem of quantifying unreliability and discrimination can be solved by estimating the relationship between predicted and observed values. Since observed values are binary, the relationship is stated in terms of the probability that the outcome occurs. The method of maximum likelihood can be used to estimate this relationship even when no two predictions are the same. The method only assumes that predictions are related to outcomes through a smooth curve that interpolates between different predictions.

For a simple predictor variable \( X \), the logistic regression model (Cox, 1958a, 1966, Walker and Duncan, 1967) relates \( X \) to the probability of an event. Let the event or outcome variable be denoted by \( Y \), where \( Y=1 \) when the event occurs and \( Y=0 \) otherwise. The model is as follows:

\[
\text{Prob}(Y=1 \mid X) = \frac{1}{1 + \exp[-(a+bx)]} \tag{2.1}
\]

where \( \exp(x) \) is \( e^x \), the natural antilogarithm. Cox (1958b, 1970) proposed using the linear logistic model to relate "subjective probabilities" to "objective probabilities". Let the predicted probabilities of \( Y_1,Y_2,\ldots,Y_n = 1 \) be denoted by \( P_1, P_2, \ldots, P_n \) for \( n \) subjects, or cases. Let the true (calibrated) probabilities be denoted by \( P'_1, P'_2, \ldots, P'_n \). We can estimate \( P'_i \) given \( P_i \) by estimating the relationship between \( P_i \) and \( Y_i \). \( P_i \) is first transformed from a 0-1 scale to an unlimited scale to better fit the model. The logistic calibration model is:

\[
\text{Prob}(Y_i=1 \mid P_i) = \frac{1}{1 + \exp[-(a+bL_i)]} \tag{2.2}
\]

\[
1 + \exp[-(a+bx)]
\]
where \( L_1 = \logit(P_{1}) = \log(P_1/(1-P_1)) \). The model can be restated as

\[
P_{1}' = \frac{1}{1 + \exp(-a)[P_1/(1-P_1)]^b} \tag{2.3}
\]

Figure 1 shows the shape of calibration curves for various values of a and b. The ideal relationship (no calibration required) is found on the curve marked \( a=0, b=1 \).

--- Figure 1 About Here ---

Note that when \( a=0 \) and \( b=1 \), \( P_{1}' = P_1 \), and no calibration is required. When no slope calibration is required \( (b=1) \),

\[
P_1 \frac{P_1}{P_1 + (1-P_1)\exp(-a)} \tag{2.4}
\]

In this case, where only a prevalence adjustment is made, \( \exp(a) \) is the odds ratio of the corrected to the uncorrected overall prevalence, and the calibration model is identical to the simplest form of Bayes' rule. It should be recognized that a simpler calibration model such as \( P_{1}' = a+bP_1 \) cannot be used because this would allow \( P_{1}' \) to be less than 0 or greater than 1.

In many cases where a model has not been developed carefully on a dataset, predictions from the model will be found too extreme when they are validated in an independent sample because of overfitting the original dataset. For example, a probability of death of .1 may need to be calibrated to .25, and a probability of .9 calibrated to .75. The corresponding logistic calibration for this example is obtained using \( a=0, b=.5 \) in equation (2.3). If predictions need to be shrunk symmetrically toward a probability of .5 and a predicted probability of \( P \) is calibrated to a value of \( P' \), the calibrating equation is derived from (2.3) using \( a=0, b=\logit(P')/\logit(P) \).
The parameters $a$ and $b$ can be estimated by maximizing the posterior likelihood of the observed data $(P_i, Y_i, i=1,2,...,n)$, or equivalently by minimizing $-2$ times the log-likelihood function,

\[
L = -2 \sum_{i=1}^{n} [Y_i \log(P_i) + (1-Y_i) \log(1-P_i)]
\]

(2.5)

\[
= -2 \sum_{i=1}^{n} [Y_i (a+bL_i) - \log(1+\exp(a+bL_i))]
\]

$L$ can be thought of as measuring information or quality of the predictions in relation to the outcomes, given $a$ and $b$.

3. DERIVATION OF ACCURACY INDEXES

The following notation will be used:

\[
L(a,b) = \text{minimum } L \text{ for all } a, b
\]

\[
L(a,1) = \text{minimum } L \text{ for all } a \text{ subject to } b=1
\]

\[
L(a,0) = \text{minimum } L \text{ for all } a \text{ subject to } b=0
\]

\[
= -2 \sum_i Y_i \log P_i + (1-Y_i) \log(1-P_i)
\]

\[
L(0,1) = \text{value of } L \text{ at } a=0, b=1
\]

\[
= -2 \sum_i Y_i \log P_i + (1-Y_i) \log(1-P_i)
\]

where $P=\sum Y_i/n$. We compute the unreliability $U$ of the predictions from the difference in quality of the uncalibrated predictions and the quality of slope- and intercept-calibrated predictions:

\[
U = \frac{[L(0,1) - L(a,b) - 2]}{n}.
\]

(3.1)

Since $L(0,1) - L(a,b)$ is a likelihood ratio statistic for testing $H_0: a=0, b=1$ with an asymptotic $\chi^2$ distribution having expected value 2 if $H_0$ is true, $U$ has expected value 0 if the predictions are reliable. Division by the sample
size makes the range of \( U \) independent of \( n \). \( U \) can be decomposed into \( U = U_p + U_s \), where \( U_p \) is the unreliability due to the need for an overall prevalence correction (correction of intercept on logit scale) and \( U_s \) is unreliability due to the need for a slope correction given any needed prevalence correction:

\[
U_p = \frac{[L(0,1) - L(a,1) - 1]}{n} \quad (3.2)
\]

\[
U_s = \frac{[L(a,1) - L(a,b) - 1]}{n} \quad (3.3)
\]

\( U_p \) is the difference in quality of the best uncalibrated predictor and an intercept-calibrated predictor. \( U_s \) is the difference in quality of the best intercept-calibrated predictor and the best slope- and intercept-calibrated predictor. The -1 term causes each index to have expected value 0 if the corresponding type of unreliability is truly absent. Large values of the unreliability indexes mean that the predictions are unreliable. Negative values indicate better reliability than one would expect by chance.

Likelihood ratio statistics are immediately available for testing each type of unreliability:

<table>
<thead>
<tr>
<th>Null Hypothesis</th>
<th>( \chi^2 )</th>
<th>d.f.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Significant total unreliability ( H_0 : a = 0, b = 1 )</td>
<td>L(0,1)-L(a,b)</td>
<td>2</td>
</tr>
<tr>
<td>Significant unreliability due to overall prevalence error ( H_0 : a = 0, b = 1 )</td>
<td>L(0,1)-L(a,1)</td>
<td>1</td>
</tr>
<tr>
<td>Significant unreliability due to slope error given prevalence correction ( H_0 : b = 1 )</td>
<td>L(a,1)-L(a,b)</td>
<td>1</td>
</tr>
</tbody>
</table>
Simple score tests are also available for testing the first two hypotheses above, avoiding the need for iterative calculations (Rao, 1973). A 2 d.f. asymptotic $\chi^2$ score statistic for $H_0$: $a=0$, $b=1$ is given by

$$\left[\Sigma (Y_i-P_i) \quad \Sigma P_i(1-P_i) \right] \Sigma P_i(1-P_i)^{-1} \Sigma (Y_i-P_i)$$  \hspace{1cm} (3.7)

$$\Sigma P_i(1-P_i) \quad \Sigma P_i(1-P_i) \quad \Sigma (Y_i-P_i)$$

A 1 d.f. test statistic for $H_0$: $a=0$ $b=1$ is

$$\left[\Sigma (Y_i-P_i)\right]^2/\Sigma P_i(1-P_i)$$  \hspace{1cm} (3.8)

These score tests turn out to be identical to those proposed by Cox (1958b). Cox also presented a test for whether predicted probabilities are overly dispersed even though they are correct on the average ($H_0$: $b=1$ $a=0$).

The index of discrimination is derived by computing the difference in quality of the best constant predictor (one that on the average correctly predicts the overall prevalence of the event) and the best calibrated predictor:

$$D = \frac{[L(a,0) - L(a,b) - 1]}{n}. \hspace{1cm} (3.9)$$

$D$ has expected value 0 if there is no discrimination ($b=0$). The likelihood ratio statistic for testing whether the predictions have any discriminatory ability ($H_0$: $b=0$) is $L(a,0) - L(a,b)$, having asymptotically a chi-square distribution with 1 d.f. under $H_0$.

An overall summary index for the quality of predictions is derived by computing the difference in quality between the best constant predictor and the quality of the predictions as they stand (with no calibration):

$$Q = \frac{[L(a,0) - L(0,1) + 1]}{n}. \hspace{1cm} (3.10)$$

It can readily be seen that $Q = \text{discrimination} - \text{total unreliability} = D - U$. The summary index $Q$ is a simple translation of the logarithmic scoring rule.
Simple score tests are also available for testing the first two hypotheses above, avoiding the need for iterative calculations (Rao, 1973). A 2 d.f. asymptotic \( \chi^2 \) score statistic for \( H_0: a=0, \ b=1 \) is given by

\[
\left( \sum (Y_i - P_i) \right) \left( \sum \left( Y_i - P_i \right) \right) \left( \sum P_i (1 - P_i) \right)^{-1} \sum (Y_i - P_i) \tag{3.7}
\]

\[
\sum P_i (1 - P_i) \sum P_i (1 - P_i) \sum (Y_i - P_i)
\]

A 1 d.f. test statistic for \( H_0: a=0, \ b=1 \) is

\[
\frac{\left( \sum (Y_i - P_i) \right)^2}{\sum (1 - P_i)} \tag{3.8}
\]

These score tests turn out to be identical to those proposed by Cox (1958b). Cox also presented a test for whether predicted probabilities are overly dispersed even though they are correct on the average (\( H_0: b=1, \ a=0 \)).

The index of discrimination is derived by computing the difference in quality of the best constant predictor (one that on the average correctly predicts the overall prevalence of the event) and the best calibrated predictor:

\[
D = \frac{[L(a,0) - L(a,b) - 1]}{n}. \tag{3.9}
\]

\( D \) has expected value 0 if there is no discrimination (\( b=0 \)). The likelihood ratio statistic for testing whether the predictions have any discriminatory ability (\( H_0:b=0 \) is \( L(a,0) - L(a,b) \), having asymptotically a chi-square distribution with 1 d.f. under \( H_0 \).

An overall summary index for the quality of predictions is derived by computing the difference in quality between the best constant predictor and the quality of the predictions as they stand (with no calibration):

\[
Q = \frac{[L(a,0) - L(0,1) + 1]}{n}. \tag{3.10}
\]

It can readily be seen that \( Q = \text{discrimination} - \text{total unreliability} = D - U \). The summary index \( Q \) is a simple translation of the logarithmic scoring rule.
(see Good (1952), Cox (1970, Eq. 4.34), and Shapiro (1977)). The reference point for Q is the best constant predictor, whereas other authors used as reference a predictor having constant probability 0.5.

The value of Q is invariant with respect to the form of the calibrating model. This result follows from 1) when \(a = 0\) and \(b = 1\), \(P_i = P_i'\), making the log-likelihood function (here \(L(0,1)\)) dependent only on the observed data, and 2) when \(b = 0\), the calibrated probabilities do not make use of the predicted probabilities so that \(P_i' = P\), the overall proportion of events that occurred \((\Sigma Y_i/n)\). Hence (3.10) reduces to

\[
Q = \frac{2}{n} \Sigma [Y_i \log (P_i/P) + (1-Y_i) \log (1-P_i)/(1-P)] + 1/n. \quad (3.11)
\]

An index of quality can also be constructed which does not penalize predictions for being wrong by a constant prevalence correction. This index is derived from the difference in quality of the best intercept-corrected predictions from the quality of the best constant predictor:

\[
Q_s = [L(a,0) - L(a,1)]/n = D - U_s. \quad (3.12)
\]

Since score statistics can be used to approximate likelihood ratio statistics, simpler unreasonability indexes can be constructed by substituting (3.8) for \(L(0,1) - L(a,1)\) in (3.2) and (3.7) for \(L(0,1) - L(a,b)\) in (3.1). This approach has two disadvantages, though. First, score statistics are not additive as are partitions of log-likelihood. Second, score statistics may not adequately quantify information content for situations far from the null hypothesis.

4. **Power of Test for Unreliability**

The likelihood ratio test for total unreliability given in (3.4) is difficult to study because of the iterative calculations required. It has been shown in a similar situation that score tests have equivalent power functions as likelihood ratio tests (Lee et al, 1983). Therefore we study the power properties of the score test given by (3.7).
In general, \( E(Y_i) = P_i \) and the score vector \( \{\Sigma(Y_i - P_i), \Sigma L_i(Y_i - P_i)\} \) is asymptotically normal with mean vector and covariance matrix given respectively by

\[
\begin{align*}
\mu &= \Sigma L_i(P_i - P_i) \\

\Sigma &= 
\begin{pmatrix}
\Sigma_{P_i}(1-P_i) & \Sigma L_i P_i (1-P_i) \\
\Sigma L_i P_i (1-P_i) & \Sigma L_i^2 P_i (1-P_i)
\end{pmatrix}
\end{align*}
\]

(4.1)

It follows that the score statistic for testing \( H_0: z = 0 \), \( b = 1 \) has mean \( m \) and variance \( v \) given by

\[
\begin{align*}
m &= \text{tr} AV + u'Au \\
v &= 2\text{tr}[(AV)^2] + 4u'AVAu
\end{align*}
\]

(4.2)

where \( A \) is the matrix inverse in (3.7). The distribution of (3.7) can be approximated by a scalar multiple of a non-central \( \chi^2 \) random variable \( \beta X^2_2(\lambda) \) with 2 d.f. and noncentrality \( \lambda \) by equating the first two moments of such a distribution to (4.2) (Johnson and Kotz, 1970), yielding

\[
\begin{align*}
\beta &= [m - (m^2 - v)^{1/2}]/2 \\
\lambda &= m/\beta - 2
\end{align*}
\]

(4.3)

If \( x^2_{2;1-\alpha} \) represents the \( 1-\alpha \) quantile of a central \( \chi^2 \) distribution having 2 d.f., the power of an \( \alpha \)-level test for unreliability can be approximated by

\[
\text{Prob}(\beta X^2_2(\lambda) > x^2_{2;1-\alpha}) = \text{Prob}(X^2_2(\lambda) > x^2_{2;1-\alpha}/\beta).
\]

(4.4)

To test the adequacy of this approximation as well as the adequacy of the central \( \chi^2 \) null distribution for (3.7), 2000 samples of varying sizes were simulated for each of a variety of setups in which only two distinct
predictions were made. Here $k$ observations were assigned a predicted probability of $p_j$ and $k$ were assigned a probability of $p_j'$. Corresponding actual population probabilities were $p_1$, $p_2$, ..., $p_g$. Power was estimated by computing the fraction of score statistics exceeding $\chi^2_{2,0.95}=5.99$. Results for $\alpha=.05$ are found in Table 1. It can be seen that type I error is well controlled and that (4.4) appears to be a satisfactory power approximation.

--- Table 1 About Here ---

The power approximation in (4.4) can be used to estimate the sample size necessary to achieve a power of $f$ for an $\alpha$-level test of total unreliability. Suppose that $k$ predictions are made at each of $g$ probability levels, $p_1$, $p_2$, ..., $p_g$ and that the true probabilities are $p_1$, $p_2$, ..., $p_g$. The total sample size is thus $kg$. Define $\gamma_j = \logit p_j$. Then the quantities in (4.2) are given by

$$m = \text{tr} A^* V^* + k u^* A^* \mu^*$$

$$v = 2 \text{tr}[(A^* V^*)^2] + 4k u^* A^* V^* A^* u^*,$$

where

$$A^* = \begin{bmatrix}
\epsilon p_j (1-p_j) & \epsilon l_j p_j (1-p_j) \\
\epsilon l_j p_j (1-p_j) & \epsilon l_j^2 p_j (1-p_j)
\end{bmatrix}^{-1}$$

$$V^* = \begin{bmatrix}
\epsilon p_j' (1-p_j') & \epsilon l_j p_j' (1-p_j') \\
\epsilon l_j p_j' (1-p_j') & \epsilon l_j^2 p_j' (1-p_j')
\end{bmatrix}$$

$$\mu^* = \begin{bmatrix}
\Sigma(p_j'-p_j) \\
\epsilon l_j (p_j'-p_j)
\end{bmatrix},$$

and all summations are over $j=1, 2, ..., g$. 
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The following iterative algorithm converges quickly to a solution for $k$:

Initialize $k_{last} = 0; \beta = 1$

loop $X$:

Compute $\lambda$ = non-centrality parameter of $\chi^2_2$ distribution such

that $\text{Prob} \left( \chi^2_2(\lambda) \leq \chi^2_2; 1 - \alpha/\beta \right) = 1 - \delta$

Set $m = \beta (\lambda + 2)$

Set $k = \left[ m - trA^*V^* \right] / u^* A^* u^*$

Set $\beta = \left[ m - (m^2 - v)^{1/2} \right] / 2$

where $v = 2tr[(A^*V^*)^2] + 4k u^* A^* V^* A^* u^*$

If $k - k_{last} < 1$ stop

Set $k_{last} = k$; go to $X$ loop

5. EXAMPLES OF VALUES OF THE INDEXES

To help in interpreting the values of the indexes, consider a series of simple examples in which $k$ subjects receive one prediction, $p_1$, and another $k$ subjects receive a predicted probability of $p_2$. The first $k$ subjects have an observed prevalence of the event of $0_1$ and the second $k$ have a prevalence of $0_2$. The resulting calibration parameter estimates ($a$ and $b$), accuracy indexes, and chi-square statistics are in Table 2 for $k=100$. For comparison, the $c$ index is also given, along with a version of Brier's score defined by $B = 1 -$ average of $(P_1 - Y_1)^2$.

--- Table 2 About Here ---
Lines 1 and 2 in the table demonstrate the values of the indexes when there is perfect reliability and low to moderate discrimination, respectively. Similarly, lines 3-5 correspond to backwards predictions (e.g., predict .25 and .75, observe .75 and .25) with increasing discrimination. Total unreliability is statistically significant for lines 3-6, 8 and 9. Lines 5-9 are more typical examples of unreliability. The measure of overall quality, Q, is negative for lines 3-6 when the discrimination is not good enough to overcome serious unreliability. The index of discrimination, D, ranked the discrimination of predictions in the same order as the absolute value of c-.5. The rankings of Q and B are very similar but both differ from those of the absolute value of c-.5. They have similar rankings as c.

It appears that predictions for which U does not exceed about 0.05 are reliable for the most part. Statistical significance of U can also be used to quantify unreliability, although the power of this assessment depends on the sample size (significant unreliability is present at the a=.05 level if U>3.99/n; for U_0 and U_ε the critical levels are 2.84/n). It can be shown that for this situation (k predictions at each of two probabilities), the unreliability index is given by

\[ U = 0.1 \log[p_1/(1-p_1)]/[0_1/(1-0_1)] + 0.2 \log[p_2/(1-p_2)]/[0_2/(1-0_2)] \]

\[ + \log[(1-p_1)(1-p_2)]/[(1-0_1)(1-0_2)] - 2/n. \]

The analyst can use (5.1) to estimate acceptable levels of U for fixed p_1, p_2 by varying 0_1 and 0_2 and judging U by whether 0_1 and 0_2 are meaningfully different from p_1 and p_2. A plot of U with respect to 0_1 and 0_2 is shown in Figure 2 when k=100 (n=200) for the four combinations p_1=.25, p_2=.75; p_1=.85, p_2=.95; p_1=.6, p_2=.4; and p_1=.1, p_2=.2.

To show examples of the values of the new indexes as well as the resulting estimates of the calibration or reliability curves when the predictions are continuous, the predictive accuracy of two logistic regression models was considered. For both models, the outcome variable was complete response to treatment of non-Hodgkin's lymphoma, and the predictions were developed (Harrell et al., 1985) using a training sample of 110 patients (50 with
complete response, 60 without). These predictions were evaluated on a separate test sample of 115 patients. The first model was developed using a standard stepwise variable selection method with 25 candidate variables, far too many for only 50 cases of complete response. The second model used the incomplete principal component method, which effectively reduced the 25 variables to only 1. The accuracy indexes are found in Table 3. Corresponding $p$-values for significant unreliability or discrimination are in parenthesis. Reliability plots using the estimated $a$ and $b$ may be found in Figure 1. The results indicate significant unreliability (both types) and little discrimination ability for model 1, resulting in unacceptable predictions ($Q=-.19$). The extreme predictions from model 1 cannot be trusted, which is frequently the case when too many predictor variables are used with small sample sizes. Model 2 has moderate need for a prevalence correction ($U_0=.05$) but not for a slope correction, and has better discrimination than model 1, resulting in far better overall quality ($Q=.03$ vs. $-.19$). This improvement in predictive accuracy is due to the data reduction resulting from fitting principal components.

--- Table 3 About Here ---

6. COMPUTER SOFTWARE

A SAS (1985) macro is available from the authors for calculating all of the indexes mentioned in this paper as well as for drawing the reliability plot. Another SAS program is available for power and sample size calculations based on (4.4) and (4.7).

7. CONCLUSIONS

We sought a method of assessing predictive quality having the following properties: (1) no grouping of predictions is required, (2) an overall measure of the quality of predictions can be formally decomposed into a simple sum of indexes of unreliability and discrimination, (3) the index of unreliability can be further decomposed into an index of unreliability due to the need for an overall prevalence (constant) correction and unreliability due to a more complicated correction, (4) the method yielded as a byproduct an index of
overall predictive quality that was not penalized for a prevalence correction and (5) the method automatically yields formal statistical tests (with reasonable power) for significant unreliability (and its two components) and for significant discriminatory ability. The logistic regression model, when used to calibrate predicted probabilities to observed outcomes was useful in meeting these goals. The power approximation given in (4.4) is adequate for estimating the sample size needed to conduct studies such as those designed to test diagnostic accuracy of physicians or probability models.
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Table 1

Simulated and Approximated Power of
Score Test for Unreliability
\( \alpha = .05 \)

<table>
<thead>
<tr>
<th>( k )</th>
<th>Predicted Probabilities</th>
<th>True Probabilities</th>
<th>Simulated Power</th>
<th>Power by (4.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( p_1 )</td>
<td>( p_2 )</td>
<td>( p_1 )</td>
<td>( p_2 )</td>
</tr>
<tr>
<td>10</td>
<td>.25</td>
<td>.75</td>
<td>.25</td>
<td>.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.10</td>
<td>.75</td>
</tr>
<tr>
<td>20</td>
<td>.25</td>
<td>.75</td>
<td>.25</td>
<td>.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.10</td>
<td>.75</td>
</tr>
<tr>
<td>30</td>
<td>.25</td>
<td>.75</td>
<td>.25</td>
<td>.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.10</td>
<td>.75</td>
</tr>
<tr>
<td>40</td>
<td>.25</td>
<td>.75</td>
<td>.25</td>
<td>.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.10</td>
<td>.75</td>
</tr>
<tr>
<td>100</td>
<td>.25</td>
<td>.75</td>
<td>.25</td>
<td>.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.15</td>
<td>.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.15</td>
<td>.85</td>
</tr>
<tr>
<td></td>
<td>.02</td>
<td>.95</td>
<td>.02</td>
<td>.95</td>
</tr>
<tr>
<td></td>
<td>.10</td>
<td>.95</td>
<td>.10</td>
<td>.95</td>
</tr>
<tr>
<td></td>
<td>.02</td>
<td>.95</td>
<td>.02</td>
<td>.95</td>
</tr>
</tbody>
</table>
Table 2
Examples of Values of the Indexes

<table>
<thead>
<tr>
<th>P1</th>
<th>P2</th>
<th>O1</th>
<th>O2</th>
<th>a</th>
<th>b</th>
<th>U_P</th>
<th>U_s</th>
<th>U</th>
<th>x^2</th>
<th>D</th>
<th>x^2</th>
<th>Q</th>
<th>c</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.40</td>
<td>.60</td>
<td>.40</td>
<td>.60</td>
<td>0</td>
<td>1</td>
<td>-.005</td>
<td>0</td>
<td>-.005</td>
<td>0</td>
<td>-.01</td>
<td>0</td>
<td>.04</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>.25</td>
<td>.75</td>
<td>.25</td>
<td>.75</td>
<td>0</td>
<td>1</td>
<td>-.005</td>
<td>0</td>
<td>-.005</td>
<td>0</td>
<td>-.01</td>
<td>0</td>
<td>.26</td>
<td>52</td>
</tr>
<tr>
<td>3</td>
<td>.40</td>
<td>.60</td>
<td>.60</td>
<td>.40</td>
<td>0</td>
<td>-1</td>
<td>-.005</td>
<td>0</td>
<td>.160</td>
<td>32</td>
<td>.15</td>
<td>32</td>
<td>.04</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>.25</td>
<td>.75</td>
<td>.75</td>
<td>.25</td>
<td>0</td>
<td>-1</td>
<td>-.005</td>
<td>0</td>
<td>1.100</td>
<td>220</td>
<td>1.10</td>
<td>220</td>
<td>.26</td>
<td>52</td>
</tr>
<tr>
<td>5</td>
<td>.10</td>
<td>.90</td>
<td>.90</td>
<td>.10</td>
<td>0</td>
<td>-1</td>
<td>-.005</td>
<td>0</td>
<td>3.500</td>
<td>703</td>
<td>3.50</td>
<td>703</td>
<td>.73</td>
<td>147</td>
</tr>
<tr>
<td>6</td>
<td>.40</td>
<td>.70</td>
<td>.60</td>
<td>.90</td>
<td>.99</td>
<td>1.43</td>
<td>.18</td>
<td>37</td>
<td>.005</td>
<td>2</td>
<td>.19</td>
<td>39</td>
<td>.12</td>
<td>25</td>
</tr>
<tr>
<td>7</td>
<td>.20</td>
<td>.70</td>
<td>.25</td>
<td>.75</td>
<td>.27</td>
<td>.98</td>
<td>.01</td>
<td>3</td>
<td>-.005</td>
<td>0</td>
<td>.004</td>
<td>3</td>
<td>.26</td>
<td>52</td>
</tr>
<tr>
<td>8</td>
<td>.25</td>
<td>.70</td>
<td>.25</td>
<td>.90</td>
<td>.76</td>
<td>1.69</td>
<td>.04</td>
<td>10</td>
<td>.06</td>
<td>13</td>
<td>.11</td>
<td>23</td>
<td>.47</td>
<td>95</td>
</tr>
<tr>
<td>9</td>
<td>.25</td>
<td>.55</td>
<td>.25</td>
<td>.90</td>
<td>1.69</td>
<td>2.54</td>
<td>.13</td>
<td>28</td>
<td>.15</td>
<td>31</td>
<td>.28</td>
<td>59</td>
<td>.47</td>
<td>95</td>
</tr>
</tbody>
</table>
Table 3
Comparing Predictive Accuracy of Two Logistic Regression Models

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Model 1</th>
<th>Model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>-.7</td>
<td>-.5</td>
</tr>
<tr>
<td>b</td>
<td>.3</td>
<td>1.4</td>
</tr>
<tr>
<td>U_p</td>
<td>.14 (.0081)</td>
<td>.05 (.007)</td>
</tr>
<tr>
<td>U_s</td>
<td>.07 (.003)</td>
<td>-.003 (.4)</td>
</tr>
<tr>
<td>U</td>
<td>.21 (.0001)</td>
<td>.06 (.018)</td>
</tr>
<tr>
<td>D</td>
<td>.03 (.045)</td>
<td>.08 (.001)</td>
</tr>
<tr>
<td>Q</td>
<td>-.19</td>
<td>.03</td>
</tr>
<tr>
<td>Q_s</td>
<td>-.04</td>
<td>.08</td>
</tr>
</tbody>
</table>

Figure 1 Legend: Four logistic calibration (reliability) curves, including one for a reliable predictor (a=0, b=1).

Figure 2 Legend: Contour graphs of U (given by 5.1) as a function of observed proportions $D_1$ and $D_2$. The center of each set is $(p_1, p_2)$, the true probabilities. The contours correspond to $U = 0$ (inner contour), .01, .02, ..., .10 (outer contour).